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Abstract. The paper deals with four basic boundary value problem of static elasticity (BPET). It was calculated the principal symbol of a pseudo-differential operator on the boundary whose eigenvalues are the Cosserat eigenvalues of the original BPET. This principal symbol is presented in terms of the principal curvatures and the coefficients of the first quadratic form of the boundary. It was found the principal term in the asymptotics of the Cosserat eigenvalues.
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Introduction

This paper deals with four basic boundary value problems of static elasticity theory; from now on, we shall call them BPETs. The main tool in our investigation is the calculus of pseudo-differential operators ($\Psi$DO). These methods have been used over the last few years by various authors for investigation both BPET and Stokes problems \cite{3, 6, 7, 11, 12, 13}.

Let $\Omega \subseteq \mathbb{R}^3$ be a bounded domain with an infinitely smooth boundary $\Gamma$ and let an isotropic, homogeneous elastic body fill $\Omega$. It is well-known that the vector of displacement $u = u(z) = (u_1, u_2, u_3)^t$ satisfies the following Lamé equation (or the Navier equation according to Gurtin \cite[p.90]{8}):

$$L_\omega u := \Delta u + \omega \text{grad} \text{div} u = 0, \quad z \in \Omega \quad (0.1)$$

where $\Delta$ is the Laplace operator in $\mathbb{R}^3$, $\omega = (1 - 2\sigma)^{-1}$ and $\sigma$ is the Poisson constant. The upper index $t$ denotes the transposition.

Let $g(z) = (g_1, g_2, g_3)^t$ be a given vector-function on $\Gamma$, i.e. at $z \in \Gamma$. Let also $N = (N_1, N_2, N_3)^t$ be the inner unit normal vector, $\tau_1$ and $\tau_2$ be orthogonal tangent vectors at each point of boundary $\Gamma$ ($\tau_1, \tau_2, N$ form a basis). We shall consider four BPETs following \cite{8, 16, \S40} and [14, Chap.3].
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The first and second BPETs are defined by the following boundary conditions, respectively:

\[ \gamma u = g(z) \]  
\[ (0.2) \]

\[ \gamma \left[ (\omega - 1)N_l \text{div} u + \sum_{m=1}^{3} \left( \frac{\partial u_l}{\partial z_m} + \frac{\partial u_m}{\partial z_l} \right) N_m \right] = g_l(z), \]
\[ l = 1, 2, 3 \]  
\[ (0.3) \]

where \( \gamma \) is the operator of the restriction to the boundary \( \Gamma \) of a function with the domain \( \overline{\Omega} = \Omega \cup \Gamma \).

Denote by \( T_\omega \) the matrix differential operator which assigns the stress vector \( T_\omega u \) to the displacement vector \( u \). Its components are the expressions in square brackets on the left-hand sides of (0.3).

Let \( \gamma_1 = \gamma \) and \( \gamma_2 = \gamma T_\omega \). Then the boundary conditions (0.2) and (0.3) can be written as

\[ \gamma_1 u = g \]  
\[ (0.4) \]

and

\[ \gamma_2 u = g \]  
\[ (0.5) \]

The third and fourth BPETs are defined by the following conditions respectively:

\[ \begin{cases} 
\langle \gamma_2 u - N\langle N, \gamma_2 u \rangle, \tau_k \rangle = g_k(z), & k = 1, 2 \\
\langle \gamma u, N \rangle = g_3(z) 
\end{cases} \]  
\[ (0.6) \]

and

\[ \begin{cases} 
\langle N, \gamma_2 u \rangle = g_1(z) \\
\langle \gamma u - N\langle N, \gamma u \rangle, \tau_k \rangle = g_{k+1}(z), & k = 1, 2 
\end{cases} \]  
\[ (0.7) \]

where \( \langle , \rangle \) means the usual inner product in \( \mathbb{R}^3 \).

Denote by \( \gamma_3 \) the matrix operator generated by the left-hand side of the equation (0.6) and by \( \gamma_4 \) the matrix operator generated by the left-hand side of the equation (0.7). Then the boundary conditions (0.6) and (0.7) can be rewritten as

\[ \gamma_3 u = g \]  
\[ (0.8) \]
We observe that the conditions (0.6) and (0.7) are equivalent respectively to the following equalities:
\[
\gamma_2 u - N\langle N, \gamma_2 u \rangle = h, \quad \langle N, \gamma_1 u \rangle = h_4
\]
and
\[
\gamma_1 u - N\langle N, \gamma_1 u \rangle = h, \quad \langle N, \gamma_2 u \rangle = h_4,
\]
where \(h\) and \(h_4\) are respectively vector and scalar functions given on \(\Gamma\).

We observe also that the first BPET is usually called the problem with given displacements. The second is called the problem with given stresses, the third is called the problem of a hard contact and the fourth is called the problem of a soft contact.

Consider the operator \(P_j\) which is generated by the \(j\)-th BPET for \(\omega = \kappa\) where \(\kappa > 1/3\) is a fixed number (for the first BPET \(\kappa > -1\) is possible).

\[
P_j u := (\Delta u + \kappa \text{grad} \text{div} u, \gamma_j u)^t, \quad j = 1, 2, 3, 4
\]

In the boundary operators \(\gamma_j\) we also put \(\omega = \kappa\). According to the general theory of elliptic boundary value problems, the operator \(P_j\) is invertible on the space of pairs \((F, g)\). Here \(F\) and \(g\) are vector-valued functions defined respectively in \(\Omega\) and on \(\Gamma\) and orthogonal in the space \([L_2(\Omega)]^3 \oplus [L_2(\Gamma)]^3\) to the co-kernel of the \(j\)-th BPET. Denote by \(A_j\) the operator which is inverse to \(P_j\). Put \(f = (\alpha_j + \kappa)\gamma \text{div} A_j(0, g)^t, j = 1, 2, 3, 4\), where \(\alpha_j\) are the following constants: \(\alpha_1 = 2, \alpha_2 = 0, \alpha_3 = 1, \alpha_4 = 1\).

It has been proved in [13], that the \(j\)-th BPET, \(j = 1, 2, 3, 4\) for each \(\omega \neq -1, \infty\) can be reduced to the equivalent Fredholm regular integral equation on \(\Gamma\) relative to unknown function \(\theta\):

\[
(\alpha_j + \kappa)\theta + (\omega - \kappa)K_j \theta = f
\]
where \(K_j\) are \(\Psi\)DO on \(\Gamma\) of order \(-1\), i.e. compact in \(L_2(\Gamma)\) integral operators with a weak singularity of the first order.

Let \(\omega\) be a spectral parameter. A spectrum of the operator pencil induced by the first and the second boundary value problems for the Lamé equation \(\Delta u + \omega \text{grad} \text{div} u = 0\) was studied by E. and F. Cosserat and later
by S.G. Mikhlin and V.G. Mazya. A bibliography can be found in [15]. In particular, the limit points for finite-multiple eigenvalues (the Cosserat spectrum) of the first and the second problems have been obtained in this paper.

The asymptotics of the Cosserat spectrum has been investigated in [13]. It has been proved that for the j-th BPET, j = 1, 2, 3, 4, outside the $\varepsilon$ neighborhood of the limit point there are $C_j \varepsilon^{-2} + o(\varepsilon^{-2})$ finite-multiple eigenvalues as $\varepsilon \to 0$. The coefficients $C_j$ have not been found.

It should be noted that the point $\omega = -1$ is an isolated infinite-multiple eigenvalue of the j-th BPET, j = 1, 2. This fact has been proved in [15].

In this paper we obtain the principal symbols of $\Psi DOs K_j$ (see (0.11)). Using the formulae for the principal symbols we establish the kernels of the corresponding integral operators. We also find the coefficients $C_j$ in the asymptotics of the Cosserat spectrum.

Let us now formulate the basic results. Denote by $k_1$ and $k_2$ the principal curvatures of the surface $\Gamma$ and by $E_1$ and $E_2$ the coefficients of the first quadratic form of $\Gamma$.

**Theorem 1** $\Psi DOs K_j$ j = 1, 2, 3, 4 (see (0.11)) have the following principal symbols:

\[
\sigma_0(K_1) = (\lambda + 2)^{-1} \sum_{l=1}^{2} (k_l E_l^{-1} \xi_l^2 \|\xi\|^{-2} - k_l) \|\xi\|^{-1},
\]

\[
\sigma_0(K_2) = \lambda^{-1} \sum_{l=1}^{2} (k_l - k_l E_l^{-1} \xi_l^2 \|\xi\|^{-2}) \|\xi\|^{-1},
\]

\[
\sigma_0(K_3) = (\lambda + 1)^{-1} \sum_{l=1}^{2} k_l E_l^{-1} \xi_l^2 \|\xi\|^{-3},
\]

\[
\sigma_0(K_4) = (\lambda + 1)^{-1} \sum_{l=1}^{2} k_l \|\xi\|^{-1},
\]

where $\xi_1 \in \mathbb{R}$, $\xi_2 \in \mathbb{R}$, $\xi' = (\xi_1, \xi_2)^t$, $\|\xi\|^2 = E_1^{-1} \xi_1^2 + E_2^{-1} \xi_2^2$.

**Corollary** The principal symbols of the $\Psi DOs K_j$, j = 1, 2, 3, 4 (see (0.11)) induce the following integral operators $B_j$:

\[
B_j \varphi(x') = \frac{1}{2\pi} \int_{\Gamma} b_j(x', x' - y') \varphi(y') \sqrt{E_1 E_2} dy'
\]
with the kernels:

\[ b_1(x', x' - y') = -(k_1 h_1^2 + k_2 h_2^2)|h|^{-3}(\kappa + 2)^{-1}, \]
\[ b_2(x', x' - y') = (k_1 h_1^2 + k_2 h_2^2)|h|^{-3}x^{-1}, \]
\[ b_3(x', x' - y') = (k_1 h_1^2 + k_2 h_2^2)|h|^{-3}(\kappa + 1)^{-1}, \]
\[ b_4(x', x' - y') = (k_1 + k_2)|h|^{-1}(f l^{a}\zeta + 1)^{-1}, \]

where \( h = (h_1, h_2) = (\sqrt{E_1}(x_1 - y_1), \sqrt{E_2}(x_2 - y_2)), |h|^2 = h_1^2 + h_2^2, k_1, k_2, E_1, E_2 \) are the functions in the local coordinates \( x_1, x_2; \varphi \) is a function in the local coordinates \( y_1, y_2; x' = (x_1, x_2), y' = (y_1, y_2). \)

It has been proved in [13] that the Cosserat eigenvalues of the \( j \)-th BPET has the unique limit point \(-\alpha_j.\)

**Theorem 2** There are \( C_j \varepsilon^{-2} + o(\varepsilon^{-2}) \) as \( \varepsilon \to 0 \) finite-multiple Cosserat eigenvalues of the \( j \)-th BPET, \( j = 1, 2, 3, 4 \) outside of the \( \varepsilon \)-neighbourhood of the limit point and

\[ C_1 = C_2 = C_3 = \frac{1}{32\pi} \int_{\Gamma} \sqrt{E_1 E_2} (3k_1^2 + 3k_2^2 + 2k_1 k_2) d\Gamma, \]
\[ C_4 = \frac{1}{4\pi} \int_{\Gamma} \sqrt{E_1 E_2} (k_1 + k_2)^2 d\Gamma. \]

At the end of the paper we study some spectral properties of operator \( \text{div}\Delta_0^{-1}\text{grad} \) where \( \Delta_0^{-1} \) is an operator solving the Dirichlet problem for the Poisson equation:

\[ \Delta_0^{-1} : f \to v, \quad \text{where } \Delta v = f \quad \text{in } \Omega, \quad v = 0 \quad \text{on } \Gamma. \]

The operator acts in the Sobolev spaces and it is important for the Stockes problem from hydromechanics (see [12], [13]).

The plan of the paper is as follows:

In Section 1 we introduce all the necessary notations and obtain the auxiliary results.

In Section 2 we find the principal symbols of the \( \Psi DO K_j \) (see (0.11)) and the kernels of the respective integral operators.

In Section 3 the asymptotics of the Cosserat spectrum are studied.

Section 4 deals with the operator \( \text{div}\Delta_0^{-1}\text{grad}. \)
1. The Auxiliary Results

Let us take an arbitrary point \( z \in \Gamma \) and introduce the local coordinate system in its neighborhood. Let the boundary \( \Gamma \) of the domain \( \Omega \) be given locally by infinitely differentiable functions \( z_l = z_l(x_1, x_2) \ l = 1, 2, 3 \) in the variables \( x_1, x_2 \). These variables are chosen so that the coordinate lines \( x_1 = \text{const}, \ x_2 = \text{const} \) are the curvature lines. We enumerate \( x_1, x_2 \) so that the direction of the vector product \((\frac{\partial z}{\partial x_1}) \times (\frac{\partial z}{\partial x_2})\) coincides with the inner unit normal \( N(x') \) to \( \Gamma \), where \( x' = (x_1, x_2) \).

Introduce in the neighborhood of \( \Gamma \) the coordinates \( x_1, x_2, x_3 \), where \( x_3 \) is the distance from the point \( z = (z_1, z_2, z_3) \in \Omega \) to \( \Gamma \). Then

\[
z = z(x') + x_3 N(x') \equiv f(x),
\]

where \( z(x') \in \Gamma, \ x_3 \in (-\varepsilon, \varepsilon) \). Here \( \varepsilon > 0 \) is taken so small that the representation of \( z \) in terms of \( z(x') \in \Gamma \) and \( x_3 \in (-\varepsilon, \varepsilon) \) is unique and smooth, i.e., \( f \) is bijective and is \( C^\infty \) with \( C^\infty \) inverse, from \( \Gamma \times (-\varepsilon, \varepsilon) \) to the set \( f(\Gamma \times (-\varepsilon, \varepsilon)) \subset \mathbb{R}^3 \).

Near \( \Gamma \) there is defined a normal vector field \( N(x) = (N_1(x), N_2(x), N_3(x)) \), as follows:

\[
N(x) = N(x') \text{ for } z \text{ of the form } z = z(x') + x_3 N(x'),
\]

where \( z(x') \in \Gamma, \ x_3 \in (-\varepsilon, \varepsilon) \). The derivative along \( N \) is denoted \( D_N \) (the normal derivative): \( D_N g = -i \sum_{k=1}^{3} N_k(x)(\partial/\partial x_k)g \) defined for \( x \in f(\Gamma \times (-\varepsilon, \varepsilon)) \subset \mathbb{R}^3 \).

Let the first and the second quadratic forms of the surface \( \Gamma \) be

\[
I(x', dx') = E_1(x')(dx_1)^2 + E_2(x')(dx_2)^2,
\]

\[
II(x', dx') = L_1(x')(dx_1)^2 + L_2(x')(dx_2)^2.
\]

The following orthogonality relations are valid:

\[
\begin{align*}
\left< \frac{\partial z}{\partial x_l}, N \right> &= 0, \\
\left< \frac{\partial z}{\partial x_l}, \frac{\partial z}{\partial x_m} \right> &= E_l \delta_{lm},
\end{align*}
\]

where \( \delta_{lm} \) is the Kronecker delta, \( l, m = 1, 2 \).
We shall also need the Rodrigues relations:

\[
\frac{\partial N}{\partial x_l} = -k_l \frac{\partial z}{\partial x_l} \quad l = 1, 2,
\]

(1.2)

where \(k_l\) are the principal normal curvatures.

The following equality holds for \(k_l\):

\[
k_l = L_l(x')/E_l(x')
\]

(1.3)

We have thus introduced the local coordinate system \((x_1, x_2, x_3)\). The coordinate line \(x_3\) is directed as the normal \(N\). We assume that \(\Gamma\) has no umbilical points.

In the constructed local coordinate system the operators \(\partial/\partial z_m\) have the form

\[
\frac{\partial}{\partial z_m} = \sum_{l=1}^{2}(1-x_3k_l)^{-1}E_l^{-1}\frac{\partial z_m}{\partial x_l}\frac{\partial}{\partial x_l} + N_m\frac{\partial}{\partial x_3}, \quad m = 1, 2, 3
\]

We denote by \(\tau_1\) and \(\tau_2\) the unit vectors tangent to \(\Gamma\), which are collinear to \(\partial z/\partial x_1, \partial z/\partial x_2\). Then \(\tau_k = E_k^{-1/2}(\partial z/\partial x_k), \quad k = 1, 2\).

All the vectors \(N, \tau_k\) are considered as column-vectors.

Let \(E\) be the unit matrix of dimensions \(3 \times 3\) and \(\beta\) be a column-vector \(\beta = (\beta_1, \beta_2, \beta_3)^t\) such that

\[
\beta = \sum_{j=1}^{2}E_j^{-1/2}\xi_j\tau_j(1-x_3k_j)^{-1}, \quad \text{where} \quad \xi = (\xi_1, \xi_2) \in \mathbb{R}^2.
\]

Let \(i = \sqrt{-1}\) and

\[
||| \xi' |||^2 = (1-x_3k_1)^{-2}E_1^{-1}\xi_1^2 + (1-x_3k_2)^{-2}E_2^{-1}\xi_2^2;
\]

Denote by \(T_{x}\) the matrix of differential operators corresponding to the second BPET (see [0.3]).

Hence in the introduced local coordinate system the following formulae hold for the principal symbols \(\sigma_0(B)\) of various operators \(B\) connected with BPET.

\[
\sigma_0(\partial/\partial z_m) = i\beta_m + i\xi_3N_m,
\]

(1.4)

\[
\sigma_0(\text{grad}) = i\beta + i\xi_3N,
\]

(1.5)
\[
\sigma_0(\text{div}) = i\beta^t + i\xi_3 N^t, \quad (1.6)
\]
\[
\sigma_0(T_\chi) = i\beta N^t + i\xi_3 E + i\epsilon_3 NN^t + i(\chi - 1) N\beta^t, \quad (1.7)
\]
\[
\sigma_0(T^t_\chi) = i(\chi - 1)\beta N^t + i\xi_3 E + i\epsilon_3 NN^t + iN\beta^t, \quad (1.8)
\]
\[
\sigma_0(\Delta) = -(|||\xi'|||^2 + \xi_3^2)E,
\]
\[
\sigma_0(\Delta + \chi \text{graddiv}) = -(|||\xi'|||^2 + \xi_3^2)E
\]
\[
-\chi(\beta\beta^t + \xi_3(\beta N^t + N\beta^t) + \xi_3^2 NN^t), \quad (1.9)
\]

Let \(\Pi_\chi\) be a parametrix of the Lamé operator \(L_\chi = \Delta + \chi \text{graddiv}\). This means that the product \(\Pi_\chi L_\chi\) is equal to the identity operator up to infinitely smoothing operator. Then
\[
\sigma_0(\Pi_\chi) = \frac{x\beta\beta^t + x\xi_3(N\beta^t + N\beta^t) + x\xi_3^2 NN^t - (1 + \chi)(|||\xi'|||^2 + \xi_3^2)E}{(1 + \chi)(|||\xi'|||^2 + \xi_3^2)^2}, \quad (1.10)
\]

Let \(\mu_1 = E_1^{-1/2}\xi_1\tau_1,\ \mu_2 = E_2^{-1/2}\xi_2\tau_2\).

**Lemma 1** In the introduced local coordinate system at \(x_3 = 0\) the following formulae hold for next to the principal symbols \(\sigma_1(L_\chi)\) and \(\sigma_1(\Pi_\chi)\) of \(\Psi DO\ L_\chi\) and \(\Pi_\chi\):
\[
\sigma_1(L_\chi)
= \sum_{l=1}^{2} \left\{-E_l^{-2}\frac{\partial E_l}{\partial x_l}i\xi_l - k_l i\xi_3 \right\}E + \frac{1}{2} \sum_{l,m=1}^{2} E_l^{-1} E_m^{-1} \frac{\partial E_m}{\partial x_l} i\xi_l E
\]
\[
\quad + \chi \sum_{l=1}^{2} i k_l (N\mu_l^t - \tau_l \tau_l^t\xi_3) + \chi \sum_{l,m=1}^{2} i\mu_l \left(\frac{\partial \mu_m}{\partial x_l}\right)^t \xi_l^{-1}, \quad (1.11)
\]
\[
\sigma_1(\Pi_\chi)
= \left\{ \sum_{l=1}^{2} i \left( E_l^{-2}\frac{\partial E_l}{\partial x_l}\xi_l + k_l i\xi_3 \right) E - \frac{1}{2} \sum_{l,m=1}^{2} E_l^{-1} E_m^{-1} \frac{\partial E_m}{\partial x_m} \xi_m E
\[
\quad + \frac{\chi}{\chi + 1} \sum_{l=1}^{2} i k_l \left( \tau_l \tau_l^t\xi_3 - N\mu_l^t \right) \right\}
\]
\begin{align}
&- \frac{\kappa}{\kappa + 1} \sum_{l,m=1}^{2} \frac{i \mu_l}{l+1} \left( \frac{\partial \mu_m}{\partial x_l} \xi_l \right)^t \|\xi\|^{-4} \\
&+ \left\{ \sum_{l=1}^{2} 4k_l E_l^{-1} \xi_l^2 \xi_3 E - 2 \sum_{l,m=1}^{2} E_l^{-2} \frac{\partial E_l}{\partial x_m} E_m^{-1} \xi_l^2 \xi_m E \\
&+ \frac{\kappa}{\kappa + 1} \sum_{l,m=1}^{2} 2NN^t i \left( 2k_l E_l^{-1} \xi_l^2 \xi_3 - k_l \xi_3^3 - E_l^{-2} \frac{\partial E_l}{\partial x_l} \xi_l \xi_3^2 \right) \\
&+ \frac{\kappa}{\kappa + 1} \sum_{l,m=1}^{2} i \left[ \left( N \mu_l + \mu_l N^t \right) \left( k_m \left(E_m^{-1} \xi_m^2 - 2 \xi_3^2 \right) - E_m^{-2} \xi_m \xi_3 \left( \frac{\partial E_m}{\partial x_l} \xi_l^{-1} + 2 \frac{\partial E_m}{\partial x_m} \xi_m^{-1} \right) \right) \\
&+ 2 \left( \frac{\partial \mu_l}{\partial x_m} N^t + N \left( \frac{\partial \mu_l}{\partial x_m} \right)^t \right) E_m^{-1} \xi_m \xi_3 \right] \\
&+ 6 \frac{\kappa}{\kappa + 1} \left\{ \sum_{l=1}^{2} NN^t i \left( N \mu_l \xi_3^2 + \mu_l N^t \xi_3 \right) + 2 \sum_{m=1}^{2} \left( N \mu_m \xi_3^2 + \mu_m N^t \xi_3 \right) \right. \\
&\left. + \sum_{m,p=1}^{2} \mu_p \mu_m \left( -2k_l E_l^{-1} \xi_l^2 \xi_3 + \sum_{s=1}^{2} E_l^{-2} \frac{\partial E_l}{\partial x_s} E_s^{-1} \xi_l^2 \xi_s \right) \right\} \|\xi\|^{-8},
\end{align}

(1.12)

where $\|\xi\|^2 = \xi_3^2 + \|\xi\|^2$, $\|\xi\|^2 = E_1^{-1} \xi_1^2 + E_2^{-1} \xi_2^2$.

**Proof.** The following formulae hold for the principal and next to the principal symbols of the product of two \(\Psi\)DOs \(A\) and \(B\) [9]:

$$\sigma_0(AB) = \sigma_0(A)\sigma_0(B)$$
\( \sigma_1(AB) = \sigma_1(A)\sigma_0(B) + \sigma_0(A)\sigma_1(B) \)
\[ + \sum_{|\nu|=1} (-i)\partial^\nu_x \sigma_0(A)\partial_x^\nu \sigma_0(B) \]  
(1.13)

Here \( \nu = (\nu_1, \nu_2, \nu_3),\) \( \nu \) are non-negative integers \( l = 1, 2, 3, |\nu| = \nu_1+\nu_2+\nu_3, \)
\( \partial^\nu_x = (\partial^{\nu_1}/\partial x_1^{\nu_1})(\partial^{\nu_2}/\partial x_2^{\nu_2})(\partial^{\nu_3}/\partial x_3^{\nu_3}). \)

It is obvious that \( \sigma_1(\partial/\partial z_l) = 0, l = 1, 2, 3, \sigma_1(\text{grad}) = 0, \sigma_1(\text{div}) = 0. \)

We obtain (1.11) applying (1.13) to (1.4), (1.5), (1.6). We also use orthogonality relations (1.1) and Rodrigues relations (1.2) here.

Since \( \Pi_x \) is a parametrix of \( L_x, \) then
\[ \sigma_1(\Pi_x) = -\left(\sigma_0(\Pi_x)\sigma_1(L_x) \right) \]
\[ + \sum_{|\nu|=1} (-i)\partial^\nu_x \sigma_0(\Pi_x)\partial_x^\nu \sigma_0(L_x) \sigma_0(\Pi_x) \]  
(1.14)

Because of (1.14), (1.9), (1.10) and (1.11), we obtain (1.12). Lemma 1 is proved.

The following Lemma 2 presents some particular case of a result proved in [5, p.499].

**Lemma 2** Let \( Q \) be a differential operator of order \( d \) in \( \mathbb{R}^3, \) written in the form
\[ Qf = \sum_{l=0}^{d} S_l D_N^l f, \]
where \( S_l \) is a differential operator of order \( d-l, \) which does not contain derivatives with respect to \( x_3, f \in C_0^\infty(\overline{\Omega}). \) Let \( P \) be a parametrix of an elliptic differential operator in \( \mathbb{R}^3. \) Then
\[ r^+ P Q e^+ f - r^+ P e^+ r^+ Q e^+ f \]
\[ = \sum_{m=0}^{d-l} (-i) \sum_{l=m+1}^{d} r^+(P S_l D_N^{l-1-m})(\gamma D_N^m f) \delta_{\Gamma}, \]
where \( \delta_{\Gamma} \) is a distribution in \( \mathbb{R}^3 \) such that \( \delta_{\Gamma}(\varphi) = \int_{\Gamma} \varphi d\Gamma \) for any \( \varphi \in C_0^\infty(\mathbb{R}^3); e^+ \) denotes the "extension by zero" operator mapping a function \( u \) into a function \( e^+ u, \) equal to \( u \) in \( \Omega \) and equal to \( 0 \) in \( \mathbb{R}^3 \setminus \Omega; r^+ \) denotes the restriction operator into \( \Omega. \)

**Lemma 3** Let \( u \in C^\infty(\overline{\Omega}) \) satisfy the homogeneous Lamé equation: \( L_x u = \)
0 in $\Omega$ and let $\Pi_\chi$ be a parametrix of the Lamé operator $L_\chi$ in $\mathbb{R}^3$. Then

$$u = \Pi_\chi T_\chi^t((\gamma u)\delta_\Gamma) + \Pi_\chi((\gamma_2 u)\delta_\Gamma) + \Pi_\chi V((\gamma u)\delta_\Gamma) + \cdots$$  \hspace{1cm} (1.15)

Here dots denote an integral operator with infinitely smooth kernel and $V$ is a $\Psi DO$.

The symbol of $V$ at $x_3 = 0$ has the form:

$$\sigma_0(V) = -(k_1(1 + \chi\tau_1\tau_1^t) + k_2(1 + \chi\tau_2\tau_2^t)).$$

**Proof.** We put $Q = L_\chi$ and $P = \Pi_\chi$. Applying Lemma 2 and using also (1.9) and (1.11), we obtain:

$$r^+\Pi_\chi L_\chi e^+ u = r^+\Pi_\chi e^+ r^+L_\chi e^+ u$$

$$+ (-i)r^+ (\Pi_\chi S_1((\gamma u)\delta_\Gamma) + \Pi_\chi S_2 D_N((\gamma u)\delta_\Gamma)$$

$$+ \Pi_\chi S_2((\gamma D_N u)\delta_\Gamma),$$  \hspace{1cm} (1.16)

where

$$S_1 = \sum_{m=1}^{2} \frac{i(1 - x_3 k_m)^{-1}}{2\pi} \left\{ -k_m(1 + \chi\tau_m\tau_m^t)$$

$$+ \chi E^{-1}_m \left( \frac{\partial z}{\partial x_m} N^t + N \left( \frac{\partial z}{\partial x_m} \right)^t \right) \frac{\partial}{\partial x_m} \right\},$$

$$S_2 = -(1 + \chi NN^t)$$

One can easily see, that the expression in the left-hand part of (1.16) is equal to $(u + T_{-\infty} u)$, where $T_{-\infty}$ is the integral operator with infinitely smooth kernel. The first term in the right-hand part of (1.16) is equal to zero, since $L_\chi u = 0$. The other terms can be reduced to the form:

$$\Pi_\chi T_\chi^t((\gamma u)\delta_\Gamma) + \Pi_\chi((\gamma_2 u)\delta_\Gamma) + \Pi_\chi V((\gamma u)\delta_\Gamma).$$

Thus we obtain (1.15). \qed

**Lemma 4** Let $\varphi \in C^\infty(\Gamma)$ and $Q$ be a $\Psi DO$ in the domain $\Omega$ and let each term of its symbol $\sum_{l=1}^{\infty} q_l(x, \xi)$ be a rational function of $\xi$ in the given local coordinate system. Then the operator $Q_m \varphi = \gamma D_N^m Q(\varphi \delta_\Gamma)$ is a $\Psi DO$ on $\Gamma$ with the symbol $\sum_{l=0}^{\infty} q_l^m(x', \xi')$ and

$$q_l^m(x', \xi') = \frac{1}{2\pi} \int_{\Gamma+} (D_N + \xi_3)^m q_l(x', 0, \xi) d\xi_3,$$
\( l = 0, \cdots, \infty \), \( x' = (x_1, x_2) \), \( \xi' = (\xi_1, \xi_2) \). Here the contour "\( \Gamma_+ \)" is a circle in the semiplane \( \text{Im} \xi_3 > 0 \) with all the singularities of the symbol \( q_l(x', 0, \xi) \) within it.

Proof of Lemma 4 can be found in [10].

Lemma 5 Let \( Q \) be a \( \Psi DO \) in \( \Omega \) and let each term of its symbol \( \sum_{l=0}^{\infty} q_l(x, \xi) \) be a rational function of \( \xi \) and \( \Lambda \) be the operator of the harmonic continuation in \( \Omega \), i.e. the function \( u = \Lambda g \) is a solution of the boundary value problem: \( \Delta u = 0 \) in \( \Omega \), \( u = g \) on \( \Gamma \). Then the operator \( A = \gamma Q \Lambda \) is a \( \Psi DO \) on \( \Gamma \) with the symbol \( \sum_{l=0}^{\infty} a_l(x', \xi') \) and

\[
\begin{align*}
a_0(x', \xi') &= (2\pi i)^{-1} \int_{\Gamma_+} (\xi_3 - i ||\xi'||)^{-1} q_0(x', 0, \xi) d\xi_3, \\
a_1(x', \xi') &= (2\pi i)^{-1} \int_{\Gamma_+} \left\{ (\xi_3 - i ||\xi'||)^{-1} q_1(x', 0, \xi) \\
&\quad + (\xi_3 + i ||\xi'||) \left( -q_0(x', 0, \xi) \varphi_1(x', 0, \xi) \\
&\quad + \sum_{|\nu|=1} \left( i \partial_\xi^\nu q_0(x', 0, \xi) \partial_x^\nu \varphi_0(x', 0, \xi) \\
&\quad - \partial_\xi^\nu (q_0(x', 0, \xi) \varphi_0(x', 0, \xi)) \partial_x^\nu ||\xi'|| \right) \\
&\quad - q_0(x', 0, \xi) \varphi_0(x', 0, \xi) \varphi_2(x', \xi') \right\} d\xi_3.
\end{align*}
\]

Here contour \( \Gamma_+ \) is the same as in Lemma 4:

\[
\begin{align*}
\varphi_0(x, \xi) &= \sigma_0(\Pi_\kappa) \quad \text{at } \kappa = 0; \\
\varphi_1(x', 0, \xi) &= \sigma_1(\Pi_\kappa) \quad \text{at } \kappa = 0, \ x_3 = 0; \\
\varphi_2(x', \xi') &= \frac{i}{2} \sum_{l=1}^{2} k_l \left( E_l^{-1} \frac{\xi_l^2}{||\xi'||^2} + 1 \right) - \frac{1}{2} \sum_{l=1}^{2} E_l^{-2} \frac{\partial E_l}{\partial x_l} \frac{\xi_l}{||\xi'||} \\
&\quad + \frac{1}{4} \sum_{l,m=1}^{2} E_l^{-1} E_m^{-1} \frac{\partial E_l}{\partial x_m} \left( 1 + E_l^{-1} \frac{\xi_l^2}{||\xi'||^2} \right) \frac{\xi_m}{||\xi'||}.
\end{align*}
\]

Proof. Denote by \( \Phi \) a parametrix of the operator \( \Delta \) in \( \mathbb{R}^3 \). Lemma 1 and Lemma 3 (at \( \kappa = 0 \)) induce the following formula for the harmonic function \( f \) in \( \Omega \):

\[
f = i \Phi((\gamma D_N f) \delta_\Gamma) + i \Phi D_N((\gamma f) \delta_\Gamma) + \Phi V_1((\gamma f) \delta_\Gamma) + \cdots, \quad (1.17)
\]
where $\sigma_0(V_1)(x', 0, \xi) = -(k_1 + k_2)$; $\sigma_0(\Phi)(x, \xi) = \sigma_0(\Pi_\nu)$ and $\sigma_1(\Phi)(x', 0, \xi) = \sigma_1(\Pi_\nu)(x', 0, \xi)$ at $\nu = 0$.

Applying the operator $\gamma$ to equality (1.17), we get:

$$\gamma f - (i\gamma \Phi D_N + \gamma \Phi V_1)((\gamma f)\delta_\Gamma) = i\gamma \Phi((\gamma D_N f)\delta_\Gamma) + \cdots .$$

We denote $f_0 = \gamma f$ and $f_1 = \gamma D_N f$. We also denote by $A_1$ and $A_0$ the following operators:

$$A_1 f_1 := i\gamma \Phi(f_1\delta_\Gamma), \quad A_0 f_0 := (i\gamma(\Phi D_N) + \gamma \Phi V_1)(f_0\delta_\Gamma).$$

By Lemma 4, these operators are $\Psi$DOs.

Since $f_1 = \gamma D_N \Lambda f_0$ then

$$(I - A_0)f_0 = A_1(\gamma D_N \Lambda)f_0 + \cdots ,$$

where dots denote the operator of order $-\infty$.

Hence the principal and next to the principal symbols of the operator $I - A_0$ are equal to the principal and next to the principal symbols of the operator $A_1(\gamma D_N \Lambda)$, respectively.

Using the calculus of $\Psi$DO and Lemma 4, we obtain the principal and next to the principal symbols of the operator $\gamma D_N \Lambda$:

$$\sigma_0(\gamma D_N \Lambda) = i\|\xi'\|, \quad (1.18)$$

$$\sigma_1(\gamma D_N \Lambda)$$

$$= \frac{i}{2} \sum_{l=1}^{2} k_l \left( E_l^{-1} \frac{\xi_l^2}{\|\xi'\|^2} - 1 \right) - \frac{1}{2} \sum_{l=1}^{2} E_l^{-2} \frac{\partial E_l}{\partial x_l} \frac{\xi_l}{\|\xi'\|}$$

$$+ \frac{1}{4} \sum_{l,m=1}^{2} E_l^{-1} E_m^{-1} \frac{\partial E_l}{\partial x_m} \left( 1 + E_l^{-1} \frac{\xi_l^2}{\|\xi'\|^2} \right) \frac{\xi_m}{\|\xi'\|}. \quad (1.19)$$

Applying to (1.17) first $\Psi$DO $Q$ and then operator $\gamma$, we get

$$\gamma Q \Lambda f_0 = i\gamma Q \Phi((\gamma D_N \Lambda f_0)\delta_\Gamma)$$

$$+ i\gamma Q \Phi D_N(f_0\delta_\Gamma) + i\gamma Q \Phi V_1(f_0\delta_\Gamma) + \cdots .$$

Using the calculus of $\Psi$DO, Lemma 4 and also the relations (1.18) and (1.19), we obtain the principal and next to the principal symbols of the operator $A$. Lemma 5 is proved. \[\square\]
2. Calculation of the Principal Symbols of $\Psi DO \ K_j$

First we consider a scheme of the reducing of the $j$-th BPET to an equivalent Fredholm integral equation. (see [13]).

Let us rewrite the $j$-th BPET using a fixed number $\varkappa > 1/3$ (possibly, $\varkappa > -1$ for the first BPET). We have

$$\Delta u + \varkappa \nabla \div u = (\varkappa - \omega) \nabla \div u$$

$$\gamma_j u = g + \delta_{2j}(\varkappa - \omega) N \gamma \div u + \delta_{4j}(\varkappa - \omega) \tilde{i} \gamma \div u$$

where $\tilde{i} = (1,0,0)^t$, $\delta_{ij}$ is the Kronecker delta ($j = 1,2,3,4$). We put

$$P_j u := (\Delta u + \varkappa \nabla \div u, \gamma_j u)^t$$

It is known from the general theory of elliptic boundary value problems that the operator $P_j$ is invertible on a set of pairs $(F, g)$ so that $F$ and $g$ are vector-valued functions defined respectively in $\Omega$ and on $\Gamma$ and orthogonal to co-kernel of the $j$-th BPET. These co-kernels are described in [8], [13], [14], [16].

Denote by $A_j$ an operator inverse to $P_j$. Then

$$u = A_j((\varkappa - \omega) \nabla \div u, g + \delta_{2j}(\varkappa - \omega) N \gamma \div u + \delta_{4j}(\varkappa - \omega) \tilde{i} \gamma \div u)^t.$$

It follows from this

$$u + (\omega - \varkappa) A_j(\nabla \Lambda \theta, \delta_{2j} N \theta + \delta_{4j} \tilde{i} \theta)^t = A_j(0, g)^t.$$

Applying successively to the latter equality the operators $\div$ and $\gamma$ and replacing $\gamma \div u$ by $\theta$, we get

$$\theta + (\omega - \varkappa) L_j \theta = f, \quad j = 1,2,3,4,$$

where $L_j \theta = \gamma \div A_j(\nabla \Lambda \theta, \delta_{2j} N \theta + \delta_{4j} \tilde{i} \theta)^t$, $f = \gamma \div A_j(0, g)^t$.

Thus it is proved that if the vector-function $u$ satisfies the $j$-th BPET then the function $\theta = \gamma \div u$ satisfies the integral equation (2.1).

Vice versa, if $\theta \in C^\infty(\Gamma)$ satisfies the integral equation (2.1), then we put

$$u = (\varkappa - \omega) A_j(\nabla \Lambda \theta, \delta_{2j} N \theta + \delta_{4j} \tilde{i} \theta)^t + A_j(0, g)^t.$$
The investigation of the ΨDO $L_j$ allows us to prove that the equation (2.1) is regular. More precisely, let $\Lambda_j$ be the operator which solves for $\omega = \chi$ the $j$-th BPET. Then it holds

$$L_j = \gamma \text{div} \Pi_\chi \text{grad} \Lambda - \gamma \text{div} \Lambda_j \gamma_j \Pi_\chi \text{grad} \Lambda + \delta_{2j} \gamma \text{div} \Lambda_2 N + \delta_{4j} \gamma \text{div} \Lambda_4. \quad (2.2)$$

Each term in the right-hand part of (2.2) is a ΨDO of zero order on $\Gamma$.

By virtue of (2.2) we obtain the principal symbols of the operators $L_j$. It has been proved in [13] that $\sigma_0(L_j) = 1/(\alpha_j + \chi)$, where $\alpha_1 = 2, \alpha_2 = 0, \alpha_3 = 1, \alpha_4 = 1$. This allows us rewrite (2.1) in the following form:

$$(\alpha_j + \omega)\theta + (\omega - \chi)K_j\theta = (\alpha_j + \chi)f, \quad j = 1, 2, 3, 4,$$

where $K_j$ are different ΨDOs on $\Gamma$ of order $-1$, i.e. compact integral operators with a weak singularity of the first order.

It is obvious that

$$\sigma_0(K_j) = (\alpha_j + \chi)\sigma_1(L_j). \quad (2.3)$$

To obtain the principal symbol of the operator $K_j$ one should therefore calculate the next to the principal symbol of the operator $L_j$, which is actually its subprincipal symbol.

**Proof of Theorem 1 from Introduction.** Our aim is to calculate the principal and next to the principal symbols of ΨDOs contained in the right-hand part of (2.2).

First we consider the operators $\gamma \text{div} \Lambda_j$, $j = 1, 2, 3, 4$. It has been shown in [13] that the principal symbols of these ΨDO are the following:

$$\sigma_0(\gamma \text{div} \Lambda_1) = \frac{2}{(\chi + 2)} \left( \sum_{l=1}^{2} i \mu_l^t - N^t \|\xi\| \right), \quad (2.4)$$

$$\sigma_0(\gamma \text{div} \Lambda_2) = -\frac{1}{\chi} \left( \sum_{l=1}^{2} i \mu_l^t \|\xi\|^{-1} - N^t \right), \quad (2.5)$$

$$\sigma_0(\gamma \text{div} \Lambda_3) = \frac{1}{(\chi + 1)} \left( -E_1^{-1/2} i \xi_1, -E_2^{-1/2} \frac{i \xi_2}{\|\xi\|} \right), \quad (2.6)$$

$$\sigma_0(\gamma \text{div} \Lambda_4) = \frac{1}{(\chi + 1)} \left( 1, 2E_1^{-1/2} i \xi_1, 2E_2^{-1/2} i \xi_2 \right). \quad (2.7)$$
We now calculate the next to the principal symbols of these operators.

If a function $u$ satisfies the Lamé equation $L_{\varkappa} u = 0$, then according to Lemma 3, it satisfies equality \(1.15\). Applying to both parts of \(1.15\) the operator $\gamma$, we get

$$
\gamma u - \gamma \Pi_{x_{\varkappa}} T_{x_{\varkappa}}^{t}((\gamma u)\delta_{\Gamma}) - \gamma \Pi_{x_{\varkappa}} V((\gamma u)\delta_{\Gamma}) = \gamma \Pi_{x_{\varkappa}}((\gamma_{2} u)\delta_{\Gamma}) + \cdots ,
$$

where dots denote an operator of order $-\infty$.

Let $\{\gamma Q\}(\gamma u) := \gamma Q((\gamma u)\delta_{\Gamma})$ where $Q$ is a $\Psi DO$ in $\Omega$.

Hence we have the following equality for the operator $\gamma_{2}\Lambda_{1}$, which maps $\gamma u$ into $\gamma_{2} u$:

$$
\gamma_{2}\Lambda_{1} = \{\gamma \Pi_{\chi}\}^{-1}(I - \{\gamma (\Pi_{x_{\varkappa}} T_{x_{\varkappa}}^{t})\} - \{\gamma (\Pi_{x_{\varkappa}} V)\} + \cdots , \tag{2.8}
$$

where $\{\gamma \Pi_{x_{\varkappa}}\}^{-1}$ is a parametrix of the operator $\gamma \Pi_{x_{\varkappa}}((\cdot)\delta_{\Gamma})$ and $I$ is the identity operator.

Applying to the both parts of \(1.15\) first the operator $\text{div}$ and then the operator $\gamma$, we get

$$
\gamma \text{div} u = \gamma \text{div} \Pi_{x_{\varkappa}} T_{x_{\varkappa}}^{t}((\gamma u)\delta_{\Gamma}) + \gamma \text{div} \Pi_{x_{\varkappa}}((\gamma_{2}\Lambda_{1}(\gamma u))\delta_{\Gamma})
$$

$$
+ \gamma \text{div} \Pi_{x_{\varkappa}} V((\gamma u)\delta_{\Gamma}) + \cdots .
$$

Hence

$$
\gamma \text{div} \Lambda_{1} = \{\gamma \text{div} \Pi_{x_{\varkappa}} T_{x_{\varkappa}}^{t}\} + \{\gamma \text{div} \Pi_{x_{\varkappa}}\} \gamma_{2}\Lambda_{1} + \{\gamma \text{div} \Pi_{x_{\varkappa}} V\} + \cdots .
$$

By virtue of \(2.8\), we have

$$
\gamma \text{div} \Lambda_{1} = \{\gamma \text{div} \Pi_{x_{\varkappa}} T_{x_{\varkappa}}^{t}\}
$$

$$
+ \{\gamma \text{div} \Pi_{x_{\varkappa}}\}((\gamma \Pi_{x_{\varkappa}})^{-1}(I - \{\gamma (\Pi_{x_{\varkappa}} T_{x_{\varkappa}}^{t})\} \{\gamma \Pi_{x_{\varkappa}} V\}) + \cdots )
$$

$$
+ \{\gamma \text{div} \Pi_{x_{\varkappa}} V\} + \cdots .
$$

Using calculus of $\Psi DO$, Lemmas 1 and 4, we obtain the next to the principal symbol of the operator $\gamma \text{div} \Lambda_{1}$:

$$
\sigma_{1}(\gamma \text{div} \Lambda_{1}) = \frac{1}{(\varkappa + 2)^{2}} \sum_{l=1}^{2} k_{l} \left(1 - E_{l}^{-1} \frac{\xi_{l}^{2}}{||\xi'||}\right) \left(2N^{t} + \varkappa \sum_{m=1}^{2} \frac{i\mu_{m}^{t}}{||\xi'||}\right)
$$

$$
+ \frac{1}{2(\varkappa + 2)} \sum_{l=1}^{2} \left[-2E_{l}^{-2} \frac{\partial E_{l}}{\partial x_{l}} \frac{i\xi_{l}}{||\xi'||}\right] \tag{2.9}
$$
The boundary conditions (0.6), (0.7) and also the equality (2.8) imply formulae for the principal and next to the principal symbols of the operators $\gamma_3 \Lambda_1$ and $\gamma_4 \Lambda_1$.

The next to the principal symbols of the operators $\gamma \text{div} \Lambda_j$, $j = 2, 3, 4$ are obtained from the following equations:

$$(\gamma \text{div} \Lambda_2)(\gamma_2 \Lambda_1) = \gamma \text{div} \Lambda_1,$$

$$(\gamma \text{div} \Lambda_3)(\gamma_3 \Lambda_1) = \gamma \text{div} \Lambda_1,$$

$$(\gamma \text{div} \Lambda_4)(\gamma_4 \Lambda_1) = \gamma \text{div} \Lambda_1.$$

Thus we have

$$\sigma_1(\gamma \text{div} \Lambda_2)$$

$$= \frac{1}{x^2} \sum_{l=1}^{2} k_l \left( E_l^{-1} \frac{\xi_l^2}{||\xi'||^2} - 1 \right) \left( \frac{1}{2} N^t(x - 2) \frac{1}{||\xi'||} + \sum_{m=1}^{2} \frac{i \mu_m}{||\xi'||^2} \right)$$

$$- \frac{1}{2x} \sum_{l,m=1}^{2} E_l^{-2} \frac{\xi_l}{||\xi'||^3} \left( \frac{\partial E_l}{\partial x_l} \xi_m + \frac{\partial E_l}{\partial x_m} \xi_l \mu_m \xi^{-1} \right)$$

$$+ \frac{1}{4x} \sum_{l,m,p=1}^{2} E_l^{-1} E_p^{-1} \frac{\partial E_l}{\partial x_p} \left( 1 + 3 E_l^{-1} \frac{\xi_l^2}{||\xi'||^2} \right) \frac{\xi_p}{||\xi'||^3} \mu_m. \quad (2.10)$$

$$\sigma_1(\gamma \text{div} \Lambda_3)$$

$$= \left\{ \left( -\frac{1}{2(x+1)} E_1^{-1/2} \frac{i \xi_1}{||\xi'||^2} \left[ 4 k_1 + \sum_{l=1}^{2} k_l \left( 1 - \frac{(3x+1)}{(x+1)} E_l^{-1} \frac{\xi_l^2}{||\xi'||^2} \right) \right] \right)$$

$$+ \frac{1}{2(x+2)} E_1^{-1/2} E_2^{-1/2} \left[ \frac{\partial E_2}{\partial x_1} + \frac{1}{(x+1)} \frac{\partial E_1}{\partial x_2} \right],$$

$$\left( -\frac{1}{2(x+1)} E_2^{-1/2} \frac{i \xi_2}{||\xi'||^2} \left[ 4 k_2 + \sum_{l=1}^{2} k_l \left( 1 - \frac{(3x+1)}{(x+1)} E_l^{-1} \frac{\xi_l^2}{||\xi'||^2} \right) \right] \right)$$

$$+ \frac{1}{2(x+1)} E_2^{-1/2} E_1^{-1} \left[ \frac{\partial E_1}{\partial x_2} + \frac{1}{(x+1)} \frac{\partial E_2}{\partial x_1} \right],$$

$$\left( -\frac{1}{(x+1)} \sum_{l=1}^{2} k_l \frac{1}{||\xi'||} \left( 1 - \frac{(x-1)}{(x+1)} E_l^{-1} \frac{\xi_l^2}{||\xi'||^2} \right) \right) \right\}. \quad (2.11)$$
\[ \sigma_1(\gamma \text{div } \Lambda_4) = \left\{ \frac{(x + 2)}{(x + 1)^2} \sum_{l=1}^{2} k_l \frac{1}{||\xi||}, \frac{E_1^{-1/2} E_2^{-1}}{(x + 2)} \left[ \frac{\partial E_2}{\partial x_1} + \frac{1}{(x + 1)} \frac{\partial E_1}{\partial x_2} \right] + \frac{2E_1^{-1/2}}{(x + 1)^2} \frac{i\xi_1}{||\xi||}, \frac{E_2^{-1/2} E_1^{-1}}{(x + 2)} \left[ \frac{\partial E_1}{\partial x_2} + \frac{1}{(x + 1)} \frac{\partial E_2}{\partial x_1} \right] + \frac{2E_2^{-1/2}}{(x + 1)^2} \frac{i\xi_2}{||\xi||} \right\} \times \sum_{l=1}^{2} k_l \right\}. \] (2.12)

Now we consider the operators \( \gamma \text{div } \Pi \Gamma \text{grad } \Lambda \) and \( \gamma_j \Pi \Gamma \text{grad } \Lambda \), \( j = 1, 2, 3, 4 \).

The principal symbols of these \( \Psi \text{DOs} \) are as follows:

\[ \sigma_0(\gamma \text{div } \Pi \Gamma \text{grad } \Lambda) = (x + 1)^{-1}, \] (2.13)

\[ \sigma_0(\gamma_1 \Pi \Gamma \text{grad } \Lambda) = -\frac{1}{4(x + 1)} \left( \sum_{l=1}^{2} \frac{i\mu_l}{||\xi'||^2} + N \frac{1}{||\xi'||} \right), \] (2.14)

\[ \sigma_0(\gamma_2 \Pi \Gamma \text{grad } \Lambda) = \frac{(2x + 1)}{2(x + 1)} N - \frac{1}{2(x + 1)} \sum_{l=1}^{2} \frac{i\mu_l}{||\xi'||}, \] (2.15)

\[ \sigma_0(\gamma_3 \Pi \Gamma \text{grad } \Lambda) = \frac{1}{2(x + 1)} \left\{ E_1^{-1/2} \frac{i\xi_1}{||\xi'||}, E_2^{-1/2} \frac{i\xi_2}{||\xi'||}, \frac{1}{2||\xi'||} \right\}^t \] (2.16)

\[ \sigma_0(\gamma_4 \Pi \Gamma \text{grad } \Lambda) = \left\{ \frac{(2x + 1)}{2(x + 1)}, -\frac{1}{4(x + 1)} E_1^{-1/2} \frac{i\xi_1}{||\xi'||^2}, -\frac{1}{4(x + 1)} E_2^{-1/2} \frac{i\xi_2}{||\xi'||^2} \right\}^t \] (2.17)

(see [13]).

We obtain the formulae for the next to the principal symbols of the operators \( \gamma \text{div } \Pi \Gamma \text{grad } \Lambda \), \( \gamma_1 \Pi \Gamma \text{grad } \Lambda \), \( \gamma_2 \Pi \Gamma \text{grad } \Lambda \) using calculus of \( \Psi \text{DOs} \) and Lemmas 1 and 5.

It holds that

\[ \sigma_1(\gamma \text{div } \Pi \Gamma \text{grad } \Lambda) = 0, \] (2.18)
\[ \sigma_1(\gamma_1 \Pi_{x} \text{grad} \Lambda) = \frac{1}{4(x+1)} \sum_{l,m=1}^{2} \left\{ \mu_l \left[ k_m E_{m}^{-1} \frac{i \xi_m^2}{\| \xi' \|^5} \right. \right. \]

\[ - E_{m}^{-2} \frac{\xi_m^2}{\| \xi' \|^4} \left( \frac{\partial E_{m}}{\partial x_m} \xi_{m}^{-1} + \frac{1}{4} \frac{\partial E_{m}}{\partial x_l} \xi_{l}^{-1} \right) \]

\[ + \frac{1}{2} \sum_{p=1}^{2} E_{m}^{-1} E_{p}^{-1} \frac{\partial E_{m}}{\partial x_p} \left( 1 + 4 E_{m}^{-1} \frac{\xi_m^2}{\| \xi' \|^2} \right) \frac{\xi_p}{\| \xi' \|^4} \]

\[ + \frac{3}{2} \frac{\partial \mu_l}{\partial x_m} E_{m}^{-1} \frac{\xi_m}{\| \xi' \|^3} \right\} + \frac{1}{8(x+1)} N \sum_{l=1}^{2} \left\{ E_{l}^{-2} \left( \frac{\partial E_{l}}{\partial x_l} \right) \frac{i \xi_l}{\| \xi' \|^3} \right. \]

\[ - \frac{k_l}{\| \xi' \|^2} - \frac{1}{2} \sum_{m=1}^{2} E_{l}^{-1} E_{m}^{-1} \frac{\partial E_{l}}{\partial x_m} \left( 1 + 3 E_{m}^{-1} \frac{\xi_l^2}{\| \xi' \|^2} \right) \frac{i \xi_m}{\| \xi' \|^3} \right\} \]  \[ \text{(2.19)} \]

\[ \sigma_1(\gamma_2 \Pi_{x} \text{grad} \Lambda) = \frac{1}{4(x+1)} \sum_{l=1}^{2} \left\{ \mu_l \left[ - \frac{2 i k_l}{\| \xi' \|^2} + \left( \frac{3 E_{m}^{-1} \xi_m^2}{\| \xi' \|^2} - 1 \right) \right. \right. \]

\[ - E_{m}^{-2} \frac{\xi_m^2}{\| \xi' \|^3} \left( \frac{\partial E_{m}}{\partial x_m} \xi_{m}^{-1} - \frac{3}{4} \frac{\partial E_{m}}{\partial x_l} \xi_{l}^{-1} \right) \]

\[ + \frac{1}{2} \sum_{m,p=1}^{2} E_{m}^{-1} E_{p}^{-1} \frac{\partial E_{m}}{\partial x_p} \left( 1 + 3 E_{m}^{-1} \frac{\xi_m^2}{\| \xi' \|^2} \right) \frac{\xi_p}{\| \xi' \|^3} \]

\[ + \frac{1}{2} \sum_{m=1}^{2} \frac{\partial \mu_l}{\partial x_m} E_{m}^{-1} \frac{\xi_m}{\| \xi' \|^3} + N \frac{k_l}{\| \xi' \|^2} \left( \frac{3}{2} E_{l}^{-1} \frac{\xi_l^2}{\| \xi' \|^2} - 2 \right) \right\} \]  \[ \text{(2.20)} \]

We obtain the formulae for the next to the principal symbols of the operators \( \gamma_3 \Pi_{x} \text{grad} \Lambda \) and \( \gamma_4 \Pi_{x} \text{grad} \Lambda \) using the boundary conditions (0.6), (0.7) and also the equalities (2.19) and (2.20).

Thus we get

\[ \sigma_1(\gamma_3 \Pi_{x} \text{grad} \Lambda) \]

\[ = \frac{1}{(x+1)} \left\{ E_{l}^{-1/2} \sum_{l=1}^{2} \left[ - \frac{1}{4} E_{l}^{-2} \frac{\xi_l}{\| \xi' \|^3} \left( \frac{\partial E_{l}}{\partial x_l} \xi_1 + \frac{\partial E_{l}}{\partial x_1} \xi_l \right) \right. \right. \]

\[ - \frac{1}{4} \frac{i k_l}{\| \xi' \|^2} \left( \xi_l - 3 E_{l}^{-1} \frac{\xi_1 \xi_l^2}{\| \xi' \|^2} \right) - \frac{1}{2} \frac{i k_1 \xi_1}{\| \xi' \|^2} \]
+ \frac{1}{8} \sum_{m=1}^{2} \left( E_l^{-1} E_m^{-1} \frac{\partial E_l}{\partial x_m} \left( 1 + 3 E_l^{-1} \frac{\xi_l^2}{||\xi'||^2} \right) \right) \xi_1 \xi_m ||\xi'||^3 \right] \right], \\
E_2^{-1/2} \sum_{l=1}^{2} \left[ - \frac{1}{4} \frac{E_l^{-2}}{||\xi'||^3} \left( \frac{\partial E_l}{\partial x_1} \xi_2 + \frac{\partial E_l}{\partial x_2} \xi_l \right) - \frac{ik_l}{||\xi'||^2} \xi_l \xi_2 \right] \right]

= \frac{1}{(x+1)} \left\{ \frac{1}{2} \sum_{l=1}^{2} \left( \frac{k_l}{||\xi'||} \left( E_l^{-1} \frac{\xi_l^2}{||\xi'||^2} - 1 \right) \right) \right].

\sum_{l=1}^{2} \left[ k_l \left( \frac{1}{8} + \frac{3}{8} E_l^{-1} \frac{\xi_l^2}{||\xi'||^2} \right) \frac{1}{||\xi'||^2} + \frac{1}{8} E_l^{-2} \frac{\partial E_l}{\partial x_l} \frac{i \xi_l}{||\xi'||^3} \right]

= \sigma_{1} (\gamma_4 \Pi_{x} grad \Lambda)

\sigma_{1} (L_j) = \sigma_{1} (\gamma_{j} div \Lambda_{j}) - \left\{ \sigma_{1} (\gamma_{j} \Pi_{x} grad \Lambda) + \sigma_{0} (\gamma_{j} div \Lambda_{j}) \sigma_{1} (\gamma_{j} \Pi_{x} grad \Lambda) \right\}

To complete the proof of Theorem 1 we consider the equality (2.2). It implies the following formula for the next to the principal symbol of the \( \Psi D O L_j \ (j = 1, 2, 3, 4) \)
Applications of pseudo-differential operators to elasticity

\[ + \sum_{|\alpha|=1} (-i) \partial_\xi^\alpha \sigma_0(\gamma \text{div} \Lambda_j) \partial_x^\alpha \sigma_0(\gamma_j \Pi \text{grad} \Lambda) \}
\[ + \delta_{2j} \left\{ \sigma_1(\gamma \text{div} \Lambda_2) N + \sum_{|\alpha|=1} (-i) \partial_\xi^\alpha \sigma_0(\gamma \text{div} \Lambda_2) \partial_x^\alpha N \right\}
\[ + \delta_{4j} \sigma_1(\gamma \text{div} \Lambda_4) i. \]

Now using the expressions \(2.4)-(2.7), (2.9)-(2.22)\) and the latter formula, we obtain

\[ \sigma_1(L_1) = \frac{1}{(x+2)^2} \sum_{l=1}^{2} \frac{k_l}{||\xi||} \left( E_l^{-1} \frac{\xi_l^2}{||\xi||^2} - 1 \right) \quad (2.23) \]
\[ \sigma_1(L_2) = \frac{1}{x^2} \sum_{l=1}^{2} \frac{k_l}{||\xi||} \left( 1 - E_l^{-1} \frac{\xi_l^2}{||\xi||^2} \right) \quad (2.24) \]
\[ \sigma_1(L_3) = \frac{1}{(x+1)^2} \sum_{l=1}^{2} \frac{E_l^{-1} k_l \xi_l^2}{||\xi||^3} \quad (2.25) \]
\[ \sigma_1(L_4) = \frac{1}{(x+1)^2} \sum_{l=1}^{2} \frac{k_l}{||\xi||} \quad (2.26) \]

The formulae for the principal symbols of the operators \(K_j\) follow from the equalities \(2.3\) and \(2.23) - (2.26). This completes the proof of Theorem 1.

Theorem 1 implies Corollary from Introduction.

Proof of Corollary from Introduction

We denote by \(F^{-1}(\sigma_0(K_j))\) the inverse Fourier transformation of \(\sigma_0(K_j)\):

\[ F^{-1}(\sigma_0(K_j))(x', y') = \frac{1}{(2\pi)^2} \int_{\mathbb{R}^2} e^{i\langle y', \xi'\rangle} \sigma_0(K_j)(x', \xi') d\xi' \]

where \(\langle y', \xi'\rangle = y_1 \xi_1 + \cdots + y_{n-1} \xi_{n-1}\). Let \(B_j\) be a \(\Psi DO\) induced by the symbol \(\sigma_0(K_j)(x', \xi')\). It holds

\[ B_j \varphi = \int_{\Gamma} F^{-1}(\sigma_0(K_j))(x', x' - y') \varphi(y') dy' \quad (2.27) \]

(see \[9\]), where \(\varphi\) is a function defined on \(\Gamma\).

It is well known that

\[ F^{-1}((\xi_1^2 + \xi_2^2)^{-1/2}) = (2\pi)^{-1}(x_1^2 + x_2^2)^{-1/2} \quad (2.28) \]
\[ F^{-1}(\xi_1^2(\xi_1^2 + \xi_2^2)^{-3/2}) = (2\pi)^{-1}x_2^2(x_1^2 + x_2^2)^{-3/2} \]  

(2.29)

The proof of Corollary follows directly from Theorem 1 and equalities (2.27), (2.29).

3. Proof of the Theorem 2 from Introduction

Since \( K_j, \ j = 1, 2, 3, 4 \) is a \( \Psi \) DO of order \(-1\) on \( \Gamma \) it follows that \( K_j \) is a compact operator in \( L^2(\Gamma) \) and hence its eigenvalues \( \lambda_k \to 0 \) as \( k \to \infty \). Moreover, according to [1], the following formula of asymptotic distribution of these eigenvalues takes place:

\[ N(\lambda) := \sum_{|\lambda_k| > \lambda} 1 = \tilde{C}_j \lambda^{-2} + o(\lambda^{-2}), \quad \text{as} \quad \lambda \to 0, \quad (3.1) \]

where \( \tilde{C}_j = (4\pi)^{-2} \int_\Gamma \int_S (\sigma_0(K_j)(x', \xi'))^2 dS \ d\Gamma \), \( S \) is a boundary of the unit circle in the plane \( (\xi_1, \xi_2) \), i.e. \( S = \{ (\xi_1, \xi_2) \in \mathbb{R}^2 : \xi_1^2 + \xi_2^2 = 1 \} \).

First we calculate the coefficient \( \tilde{C}_1 \). By Theorem 1 from the Introduction we get

\[ (\kappa + 2)^2 \int_S (\sigma_0(K_1)(x', \xi'))^2 dS = \int_S \frac{(k_1E_2^{-1}\xi_2^2 + k_2E_1^{-1}\xi_1^2)^2}{(E_1^{-1}\xi_1^2 + E_2^{-1}\xi_2^2)^3} dS. \]

(3.2)

Using the polar coordinates we can rewrite (3.2) in the form:

\[ \int_0^{2\pi} \frac{(k_1E_2^{-1}\cos^2\varphi + k_2E_1^{-1}\sin^2\varphi)^2}{(E_1^{-1}\sin^2\varphi + E_2^{-1}\cos^2\varphi)^3} d\varphi. \]

(3.3)

We use the following formulae [4, sect. 3.642]:

\[ I_1 := \int_0^{\pi/2} \frac{\sin^{n-1}x \cos^{n-1}x dx}{(a^2 \cos^2 x + b^2 \sin^2 x)^n} = \frac{B\left(\frac{n}{2}, \frac{n}{2}\right)}{2(ab)^n}, \quad (3.4) \]

\[ I_2 := \int_0^{\pi/2} \frac{\sin^{2n}x dx}{(a^2 \cos^2 x + b^2 \sin^2 x)^{n+1}} = \frac{(2n-1)!! \pi}{2^{n+1} n! ab^{2n+1}}, \quad (3.5) \]

\[ I_3 := \int_0^{\pi/2} \frac{\cos^{2n}x dx}{(a^2 \cos^2 x + b^2 \sin^2 x)^{n+1}} = \frac{(2n-1)!! \pi}{2^{n+1} n! a^{2n+1} b}, \quad (3.6) \]
where $ab > 0$, $n = 1, 2, \cdots$ and
\[
B(x, x) = \frac{1}{2^{2x-2}} \int_0^1 (1 - t^2)^{x-1} dt. \tag{3.7}
\]
In particular, for $n = 3$ we have from (3.7) and (3.4)
\[
B\left(\frac{3}{2}, \frac{3}{2}\right) = \frac{\pi}{8}, \quad I_1 = \frac{\pi}{16(ab)^3}. \tag{3.8}
\]
For $n = 2$ from (3.5) and (3.6) it follows that
\[
I_2 = \frac{3\pi}{2^4ab^5}, \quad I_3 = \frac{3\pi}{2^4a^5b}. \tag{3.9}
\]
Using (3.2) and (3.3), we get
\[
(x + 2)^2 \int_S (\sigma_0(K_1)(x', \xi'))^2 dS = (\pi/4)\sqrt{E_1E_2}(3k_1^2 + 3k_2^2 + 2k_1k_2).
\]
Thus
\[
\tilde{C}_1 = (32\pi)^{-1}(x+2)^{-2} \int_\Gamma \sqrt{E_1E_2}(3k_1^2 + 3k_2^2 + 2k_1k_2) d\Gamma.
\]
The formulae for the coefficents $\tilde{C}_2, \tilde{C}_3, \tilde{C}_4$ are obtained in the same way.

In view of the equivalence of the $j$-th BPET to the corresponding boundary integral equation with operator $K_j$, [13, Theorem 3 of Introduction] the eigenvalues $\lambda_k$ of the operator $K_j$ and the eigenvalues $\omega_k$ of the $j$-th BPET are related by the equality $\lambda_k = (\alpha_j + \omega_k)/(\omega_k - x)$. Solving the inequality
\[
|\lambda_k| = \left|\frac{\alpha_j + \omega_k}{\alpha_j + \omega_k - (\alpha_j + x)}\right| > \lambda
\]
we get since $\omega_k < x$ that
\[
\alpha_j + \omega_k < -\frac{(\alpha_j + x)\lambda}{1 - \lambda} \quad \text{or} \quad \alpha_j + \omega_k > \frac{(\alpha_j + x)\lambda}{1 + \lambda}.
\]
Define the number $\# \{\omega_k : \omega_k \in A\} := \sum_{\omega_k \in A} 1$. Then
\[
\# \{\omega_k : \omega_k \notin [\alpha_j - (\alpha_j + x)\lambda(1 - \lambda)^{-1}, \alpha_j + (\alpha_j + x)\lambda(1 + \lambda)^{-1}]\}
= \tilde{C}_j\lambda^{-2} + o(\lambda^{-2}). \tag{3.10}
\]
Let \( \varepsilon = (\alpha_j + \chi) \lambda (1 - \lambda)^{-1} \) then \( \lambda^{-1} = (\alpha_j + \chi) \varepsilon^{-1} - 1 \) and the equality (3.10) can be rewritten in the form

\[
\# \{ \omega_k : \omega_k \notin [\alpha_j - \varepsilon, \alpha_j + \varepsilon - \varepsilon_1 ] \} = C_j \varepsilon^{-2} + o(\varepsilon^{-2}), \tag{3.11}
\]

where \( \varepsilon_1 = 2\varepsilon(\alpha_j + \chi + \frac{2}{\varepsilon})^{-1} \) and \( C_j = \tilde{C}_j (\alpha_j + \chi)^2, \ j = 1, 2, 3, 4. \)

Let now \( \varepsilon = (\alpha_j + \chi) \lambda (1 + \lambda)^{-1} \) then \( \lambda^{-1} = (\alpha_j + \chi) \varepsilon^{-1} - 1 \) and the equality (3.10) can be rewritten in the form

\[
\# \{ \omega_k : \omega_k \notin [\alpha_j - \varepsilon - \varepsilon_1, \alpha_j + \varepsilon ] \} = C_j \varepsilon^{-2} + o(\varepsilon^{-2}). \tag{3.12}
\]

where \( \varepsilon_2 = 2\varepsilon^2(\alpha_j + \chi - \frac{2}{\varepsilon})^{-1} \).

Subtracting (3.12) from (3.11) we get

\[
\# \{ \omega_k : \omega_k \in [\alpha_j - \varepsilon - \varepsilon_2, \alpha_j - \varepsilon ] \cup [\alpha_j + \varepsilon - \varepsilon_1, \alpha_j + \varepsilon ] \} = o(\varepsilon^{-2}).
\]

It follows from this equality and from (3.11) that

\[
\# \{ \omega_k : \omega_k \notin [\alpha_j - \varepsilon, \alpha_j + \varepsilon ] \} = C_j \varepsilon^{-2} + o(\varepsilon^{-2}).
\]

This completes the proof of Theorem 2. \( \square \)

4. On spectral properties of operator \( \text{div} \Delta_0^{-1} \text{grad} \)

The spectrum \( \text{sp}(T) \) of the operator \( T = \text{div} \Delta_0^{-1} \text{grad} \) in \( L^2(\Omega)/\mathbb{R} \) has been considered in [2]. It has been proved that \( \text{sp}(T) \subseteq [0, 1] \). It has been proved also that the point 1 is an eigenvalue of \( T \).

It is more naturally from the point of view of application (see [12, 13]) to consider the restriction of \( T \) to the space \( \{ u \in L^2(\Omega)/\mathbb{R} : \Delta u = 0 \text{ in } \Omega \} \).

By [13, Theorem 1, p.270] the restriction equals \( \frac{1}{2} (I - K) \), where \( K \) is a compact operator. Hence the spectrum of the restriction is discrete and \( 1/2 \) is the unique limit point of its eigenvalues. It follows immediately from [13, Theorem 1, p.270] that the spectrum of the restriction \( \subset ]0, 1[ \).

Remark. (Correction to an earlier paper). There is an error in the proof of the following assertion [13, p.272]: the point \( \lambda = -1 \) is not an eigenvalue of the operator \( K \) and consequently the equation \( \text{div} \Delta_0^{-1} \text{grad} p = p \) has a nontrivial solution \( p \neq 0 \), which is a harmonic function. (In [13, p.272] it was erroneously written \( p + \text{div} \Delta_0^{-1} \text{grad} p = 0 \), i.e. \( \text{div} \Delta_0^{-1} \text{grad} p = -p \)).

To prove the assertion suppose now that it is false. Then the point 1 is an eigenvalue of the restriction of \( T \) and a nontrivial harmonic function
$p$ is a corresponding eigenfunction, i.e. $\text{div}\Delta_0^{-1}\text{grad}p = p$, $p \neq 0$. Denote by $u$ the function $\Delta_0^{-1}\text{grad}p$. Then $u \in [C^\infty(\overline{\Omega})]^3$ and satisfies the equations $\Delta u - \text{gradd}u = 0$ in $\Omega$ and $u = 0$ on $\Gamma$. Since $\Delta u - \text{gradd}u = -\text{rot}^2u$, it follows that $\text{rot}^2u = 0$. Since $0 = (\text{rot}^2u, u) = ||\text{rot}u||^2_{[L^2(\Omega)]^3}$, $\text{rot}u = 0$, i.e. $u \in \ker(\text{rot})$. By [17, Appendix I, Proposition 1.1] $u = \text{grad}\Phi$ and $\Phi \in C^\infty(\Omega)$. Since $\text{div}\Delta_0^{-1}\text{grad}p = \text{div}u = p$ and $\Delta p = 0$, $\Delta^2\Phi = 0$ in $\Omega$. Since $u = \text{grad}\Phi$ and $u = 0$ on $\Gamma$, we obtain $\partial\Phi/\partial N = 0$ and $\Phi = \text{const}$ on $\Gamma$. It follows that $\Phi = \text{const}$ is a unique solution to the boundary value problem $\Delta^2\Phi = 0$ in $\Omega$, $\partial\Phi/\partial N = 0$, $\Phi = \text{const}$ on $\Gamma$. Hence $u = \text{grad}\Phi = 0$ in $\Omega$ and $p = \text{div}u = 0$ in $\Omega$, a contradiction.
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